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Robust H,, Filtering for
2-D Discrete Fornasini-Marchesini Systems

B. BOUKILI A. HMAMED F. TADEO

Abstract

The robust H, filtering problem for two-dimensional (2-D) systems
described by uncertain Fornasini-Marchesini models is studied. Atten-
tion focuses on the design of H., filters such that the filter error system
is asymptotically stable and preserves a guaranteed H., performance.
By using the homogeneous polynomially parameter-dependent approach
and adding slack matrix variables, the coupling between the Lyapunov
matrix and the system matrices is eliminated. Then, a linear matrix in-
equality (LMTI)-based approach is developed for designing the H, filter.
An illustrative example shows the effectiveness of this approach.

Key words — Robustness, 2-D systems, H, filtering, Linear Matrix
Inequalities (LMI), Uncertain systems, Fornasini-Marchesini model.

1 Introduction

In recent years, the control and filtering problems for 2-D systems have drawn
considerable attention, as 2-D systems have important applications in the
areas of multidimensional digital filtering, image data processing and trans-
mission, thermal process modeling, etc. A number of important results have
been obtained so far. To mention a few, the stability analysis and stabilization
for 2-D systems has been investigated in [5, 7, 8, 13, 14, 15, 17], the robust
H, filtering for 2-D systems in [3, 4, 6, 9, 12, 19], the H, filtering for 2-D
systems with time delays in [10, 11, 20] and the H., filtering for Markovian
jump parameter systems in [16].

These previous results on robust H., filtering problem for 2-D systems are
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mostly based on the method of quadratic stability conditions, and are hence
inevitably conservative, since the same Lyapunov functions are used for the
entire uncertainty domain. To overcome this, one possible way that has been
well-recognized is to consider a parameter-dependent Lyapunov function whose
aim is to reduce the over design in the quadratic framework. The basic idea
is to decouple the product terms between the Lyapunov matrix and system
matrices by introducing slack matrix variables to the well-established linear
matrix inequality (LMI) performance conditions.

Thus, we study in this paper, the problem of robust H,, filtering for 2-D
discrete system in Fornasini-Marchesini model with parameter uncertainties,
that belong to polytopes. The key in our approach is to utilize slack vari-
ables and the polynomially parameter-dependent idea. The reported results
are based on homogenous polynomially parameter-dependent matrices of on
arbitrary degree. It is proved that as the degree grows, increasing precision
is obtained, providing less conservative filter designs. The proposed condition
include results in the quadratic framework (that entail fixed matrices for the
entire uncertainty domain), and the linearly parameter-dependent framework
(that use linear convex combinations of matrices) as special cases.

The theoretical results are given as LMIs conditions, which can be solved by
standard numerical software, as illustrated in the example at the end of the
paper.

Notations : The notation used throughout the paper is standard. The su-
perscript T' stands for matrix transposition. The notation P > 0 means that
P is real symmetric and positive definite. I is the identity matrix with ap-
propriate dimension. In symmetric block matrices or long matrix expressions,
we use an asterisk (*) to represent a term that is induced by symmetry, and
diag{...} stands for a block-diagonal matrix. Matrices, if their dimensions are
not explicitly stated, are assumed to be compatible for algebraic operations.

2 Problem Description

Consider the 2-D discrete systems described by the Fornasini-Marchesini model:

SU(Z+1,]+1) = Alax(i7j+1)+A2ax(i+1)j)+Blaw(iaj+1)+32aw(i+1aj)
y(z,]) = Cax(iaj) + Daw(i’j) (1)
2(i,7) = Lax(i,J)

where z(i,j) € R™ is the state vector, y(i,7) € R™ is the measured output
vector, and z(i,j) € RP is the signal to be estimated, w(i,j) € R? is the
disturbance input vector which belongs to L2{[0,00),[0,00)}. The system



2000 1J-STA, Vol. 8, N°1, April, 2014.

matrices are supposed to be unknown but belong to a given convex bounded
polyhedral domain, namely

Qa = (AlomA2a,Bla)BQapcomDa7La) eER
R = {Qa|Q% =) ai;aeT} (2)
=1

with Qz = (Alia AQZ', Bh', BQZ‘, C,L', D@', L,L) denoting the vertices of the
polytope, and I" the unit simplex:

FZ{(OQ,O(Q,...,CMS) :Zai: 1,047; >0} (3)
i=1
The boundary condition of the state vector is supposed to be
liMinsoe Y _(12(0,k)* + |2(k,0)]%) < oo. (4)
k=1

Here, we are interested in estimating the signal z(i, 7) by a robust filter of the
form

Fi+1,j+1) = ApE(i,j+1)+ Api(i+1,5) + Buy(i.j+ 1) + Bpay(i+1,5)

i) = Crair]) (5)
where Z(i,7j) € R™ is the state vector of the filter, and Z(i,j) € RP is the
estimation of z(i, j).

If the augmented state vector is £(i, ) = [z7(i,§) Z7(i,5)]" and the estima-
tion error is e(i,7) = 2(i,7) — Z(i,J), then the filtering error system can be
written as follows:
E(i+1,7+1) = A&(i,j) + Baw(i, j)

e(i,j) = Ca&l(i,j (6)
where
B _ _ Ay 0 As 0 _ La—Cs| 0
Ay = | Aln | A = e p , Co =

¢ [ Ao | Az ] [Bflca Af | BpaCa Afﬂ] : [ 0 |La—Cf

D _ D, D _ Bla B2a
and

i) = | gy )] e = | eI ] e = [ Gl ] @

(i+1,9) w(i+1,7) e(i+1,5)

|
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The transfer function of the filtering error system is then
[ Tew(21, 22, @) = Calz122Ion — 22410 — 21424]) " [22B1a + 21 Baa) (8)

Thus, the robust H, filtering error problem can be given as follows.
Problem description. Given the system in (1) subject to parameter uncer-
tain in (2), determine the filter of the form (5), such that the filter error system
(6) is robustly asymptotically stable for all o« € T and satisfies

[Tew(215 22,0)lc <7 (Va €T) (9)

where v is a given positive scalar and ||Tey (21, 22, A)||co < 7 is defined as the
H, performance of the filtering error system in (6).
Before deriving our main results, we give the following Lemmas.

Lemma 2.1. [1] Given the 2-D FM system in (1) and the filter in (5), for
any fixzed o € T', the filtering error system in (6) is asymptotically stable and
satisfies (9) if there exist matrices P, € R™" > 0 and S, € R™" > 0 satisfying

_Ra Agpa O27‘><2m Og

* _Pa PaBa O'r><2p

<0 10
* * _’7212m 02m><2p ( )
* * * —1I,

where Ry = diag{Py — Sa , Sa} and r =n+ny

Lemma 2.2. [18] Let £ € R", Q € R™™" and B € R"™*" with rank (B) < n
and (B)* such that BB+ = 0. Then, the following conditions are equivalent:

1. £TQ¢ < 0,VE#0:BE=0
2. BYToBt <0
3. 3ueR: Q—uBTB<0

4. 3IX e R Q+ XB+BTxT <0

3 H, Filtering Analysis

In this section, we assume that the filter matrices in (5) are known and we will
study the condition under which the filter error system (6) is asymptotically
stable with H,.-norm bounded ~. Based on Lemma 2.1, we devote ourselves
to the design of robust H filters. We first give the following proposition.
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Proposition 3.1. Given the 2-D FM system in (1) and the filter (5), for
any fivzed o € T, the filtering error system in (6) is asymptotically stable and
satisfies (9) if there exist matrices P, € R™" > 0, S, € R™" > 0, K, €
R27"><r, Ea c Rrxr) Qa c R?mxr} Fa c RQPXT, Ga c RQ’I‘XQZ)’ Ha c RTXQP,
M, € R?™*2P and N, € R?P*?P satisfying

Iy Ko+ ATET + CTHY KoBo + ATQT + CTMT G, + ATFT + CTNT 4 CT
% P,—E,—E} E,B, — QY ~H, —FT
* * QaBa + BgQg - ’7212m BgFg — M,
% * * —Ipy — Ny — NI

< 0(11)

where T11 = KA, + fngg; +G,C, + C’C{Gg — R,.
Proof. The equivalence is obtained by considering

_Roc 027‘><7” 02r><2m CT

Q _ Or><2r Pa 0T><2m O1”><2p B= %a _Ir Ba 07“><2p
02m_><27" OQer _72]—2777, 02m><2p ’ a 02p><7“ 02p><2m _I2p ’
C 02p><7“ O2p><2m *I2p
Kq
X = [ X, Y|, where X, = Ea , € ROGr+2m+2p)xr
Qa
Fo

e R(3r+2m+2p) X (2p)

FEES

in condition (4) of Lemma 2.2, with

I_2r 021"_>< 2m

Ag B,
02@ X2r I2m

Ca 02p>< 2m

Bt =

Using condition (2) of Lemma 2.2, this gives condition (10), which completes
the proof. O

Remark 3.2. In Proposition 3.1, the slack variables X, and Y, are intro-
duced. By setting Y, = 0, Proposition 3.1 coincides with the previous results
for 1-D discrete systems [2]. Thus, Proposition 3.1 would generally render a
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less comservative evaluation the upper bound of the Hso norm in 2-D systems
FM model case, which can be seen from the numerical example later in the

paper.

4 H, Filter Design

In this section, a procedure will be established for designing a H filter in (5),
that is, to determine the filter matrices in (5) such that the filter error system
(6) is asymptotically stable with H,,-norm bounded +.

Based on Proposition 3.1, we select for variables K., FE., Q. and F, the
following structures [2, 18]:

.. )\7,] O = K — Fa Ka
I(la.j) - |: 0 )\jI:|7K:I:K:|7Fa:|:F;a:|7K11a:|:K;a:|aK21a:|:
Q _ Q1a E — Eia KA K. — Kiia 1(2’3)13
“ Q2 |7 Eyp MK |7° Koo I(4,5)K |’
Qo = [Qa 0]’Fa:[Fa 0]’Na:07Ga:0’Ha:05Ma:0-

The matrices P, and S, are also partitioned in n x n blocks as follows

_ Pla P2a _ Sloz 82(1
Pa - I: :| ) Sa - |: Sga S3a :l ’ (13)

and the following change of variables is adopted:

Ap Bp i oo 11| 4n B O
A2 Bpa :[ 0 E 0] App Bpp 0 |,
C; 0 0 0 Cf

where Eiq, Fon, Kiia, K214, Qo, and F, are supposed to depend only on
the parameter «, while K is supposed to be fixed for the entire uncertainty
domain and, without loss of generality, invertible. The scalar parameters \;,
i = 1...5, will be searched through the entire uncertainty domain as part of
optimization problems.

Theorem 4.1. If there exist symmetric parameter-dependent positive definite
matrices P, , S, as in (13) and parameter-dependent matrices Ko, FEq,
Qa, and Fy as in (12), Ap1, Aypa, Bpi, Bpa, Cy, v > 0 and scalars \;,
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1=1,...,5, such that

[ Uy Uy U3 Uy B2t
*  Woy Woz Woy A?g — Kaq
* * W3z WUy U35
* * * \1/44 A?Q - K4a
* * * * WUse
* * * * *
* * % * *
* * * * *
* * * * *
L * * * * *
where

Y16
Wog
V36
Wye
Us6
U6

* X K K

Uy = KigA1a + AL KT, + Na(kBf1Cy

+CI BT KT) + Sia — Pia
U5 = AL Ef, + CIB}, — Kia
U7 = K1aBia + Mo Br1Do + AT, Q1.

la

Vg =Al FE + LT
Vo3 = Kog Aoy + /\3Bf20a + )\4A?1
\1’26 = >\1Af1 - )\3K

Pgy = )\4/1]02 + A%;Kga + )\5C§B?Q — Soq

\1136 = A%;Ega + /\1023?2 - )\4}%

WU3s = K308, + )\4Bf2DOé + Aga ga

Wy = /\5(Af2 + A?Q) — S34
Uy7 = K4 Bia + AsBy1 Dy
Us5 = Pia — E1a — B,

Us7 = EioBia + BriDa — Q7
\1’66 = Pga — )\1([% —|—AKT)

Ve = EaaBaa + A BraDa

Vog = KoqBoq + A3BfaDy
Urs = Q1aBoa + BL,Q1,

W3 = K3,A49, + AgaKgTa + )\4(Bf20a

+CI'BY,) - Sia

U6 = Al B3, + /\1053?1 — XK
Uig = K10 Boq + )\QBfQDOé + A{a ga

U7 Ug Uy AL FL

Uyr Wy —CF 0

g Wgs AL FL Wsg

U7 Wag 0 —CZ

Usr Uss —FY Fy | - 0(14)
Vo7 Wes 0 0

Uy, Wys BLFL BT FL

x  WUss Bl Fi, Bl.Fi,

* * -1 0

* * * -1 ]

Yy = )\QﬂAfl + A{QK%; + A3C§B?l

"'I_SQQ - PQCM (15)

\1/22 = )\3(121]”1 + A?l) + 5301 - PSa
Was = A3Ajpy + A AT

Vo7 = K90 Bia + AnglDa

U5 = A%;E%; + Cgé}; — K3,

U3y = K3,B10 + )\4Bf1Da + Aga ’{a

Y310 = Agangx + Lg

Uys = MAL, — A K

Wig = KiaBaa + AsBpaDa

Us6 = Pa — K — EJ,

Uss = E1aB2a + BpaDa — Q3

Vg7 = E2qBia + A1 Bp1Dq

V77 = QuaBia + BLQT, — 21

W3 = K1qA9, + )\QBfQCa + A{aKga + )\4053?1
Usg = Qa0 Boa + B2,Q%, — 721
im4:Ay@2+Aﬂkﬂf+%C§Bﬁ

(16)
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holds for all a« € T', then

Ap Bp oo g1 An Bpoo
Apps By | = [ 0 K- o } Apz Bpa 0 (17)
Cy 0 0 0 Cf

are the matrices of the robust stable filter that ensure a guaranteed cost Ho
given by .

Remark 4.2. When the scalars A1, Ao, A3, Ay and A5 of Theorem 4.1 are fixzed
to be constants, then (14) is an LMI (it is linear in the variables). To select
values for these scalars, optimization can be used (for example fminsearch in
MATLAB) to improve some performance measures, such as the disturbance
attenuation level 7.

Remark 4.3. In order to solve the parameter-dependent LMI conditions of
Theorem 4.1, the technique proposed in [2] to handle parameter-dependent
LMIs with parameters in the unit simplex can be applied. For this, the deci-
sion variables Pio, Poo, P3a, Sia, S2a, S3q; Fia, Fou, Kia, Koo, Kia,
Kio, Qia, Q20, Fia and Fa,) are treated as homogenous polynomials of ar-
bitrary degree g, so the corresponding LMI conditions, that although sufficient
are increasingly precise when increasing g, are expressed just in terms of the
vertices of the polytope.

5 Numerical Example

Consider a 2-D static field model described by the differential equation:

Mit1j+1 = QMij+1 + Qaniy1j — Q1020 j + Wi j) (18)
where 7; ; is the state of coordinates (7,j), and aq,o9 are the vertical and
horizontal correlative coefficients respectively, satisfying a% < 1 and a% < 1.
Defining the augmented state vector z; ; = [nZT 1T agng jng j]T, and supposing
that the measured equation and the signal to be estimated are

Yij = ainijy1+ (1 —ar0o)nip1y +ws

Zij = Mij (19)
it is not difficult to transform the above equations into a 2-D FM model in
the form of (1), with the corresponding system matrices given by

a0 o o 10 [o o

Co = [ 1], Da=[0 1], Hys=[0 1].
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where we assume that 0.15 < a7 < 0.45, and 0.35 < a9 < 0.85: therefore the
above system can be represented by a four-vertex polytopic system.
By solving LMI (14), the results obtained are given in table 1. In this Exam-

Degree g | Theorem 4.1 | Theorem 3[1]
0 3.8691 3.8709
1 2.4883 2.5450
2 2.4880 2.5028

Table 1: Comparisons of disturbance levels obtained for the Example with [1]
and the proposed approach.

ple, we show that less conservative designs are achieved as the degree of the
polynomial grows, when applying the HPPD approach.

For degree g = 0, the H,, disturbance attenuation level is v = 3.8691 (with
A1 = 1.0074, Ao = 0.0000, A3 = 0.0001, Ay = 0.0000, A5 = 0.0000, obtained by
optimization following Remark 4.2), and the filter matrices are

A _ [02r72 —00631] , _[0.0092 —0.0082] . _ [ ~0.0626

=1 0.0647 —0.0147 |22 7| 0.8269 —0.0683 |’/ T | —0.0146
—0.0752

By = {_0'7663],@_[0.0001 ~1.0075 |.

For degree g = 1 (linearly parameter dependent approach), we get v = 2.4883
(with A; = 1.8950, Ao = 0.0497, A3 = 0.0588, Ay = 0.1118, A5 = —0.1922) and
the filter matrices are

A _ [05711 —0.1615 [ —0.0889 0.0110 [ —0.1155
71 0.0403 —0.0134 |27 | 0.2520 0.2846 |’/ T | —0.0098

0.0268
By, = [ 0.9841 ] ,Cy=1[-0.0348 —1.4971 |.

For degree g = 2, v = 2.4880 (with A\; = 2.2051, Ay = 0.0428, \3 = 0.0552, Ay =
0.1077, A5 = —0.2072), and the filter matrices are

Ap =

[ 0.5973 —0.1540 ] [ —0.0868 0.0085 ]
y L1f2 = 7Bf1 -

—0.0947
0.0412 —0.0122 0.2542  0.2867

—0.0077

0.0219
Bpy = { 0.3937 ] ,Cp =1 —0.0586 —1.7711 ].
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The maximum singular values curve of the filtering error transfer function

Singular values

w2 4 -4

wl

Figure 1: Singular value curve of the filtering error system in the Example,
with the filter (5), for (a1,a2)=(0.15,0.35), from the results using a polynomial
of degree g = 2.

with the filter in Eq.(5) in Example for different vertices are given in Table
2. The results obtained for this example using the proposed approach clearly

o1 0.15 0.15 0.45 0.45
o9 0.35 0.85 0.35 0.85
Ymin | 1.5092 | 1.5267 | 1.7528 | 1.7373

Table 2: H,, norms at the vertices of Theorem 4.1 corresponding to degree
g=2

show the improvement with respect to previous results in the literature.

6 Conclusion

In this article, we have investigated the H, filtering problem for 2-D discrete-
time systems described by an uncertain Fornasini-Marchesini model. The Lya-
punov function approach was used, so that by adding slack matrix variables,
a new LMI-based condition for H,, performance analysis has been proposed.
A numerical example is used to illustrate the effectiveness of the proposed
method.
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Singular values

Figure 2: Singular value curve of the filtering error system in the Example,
with the filter (5), for (a1,02)=(0.15,0.85), from the results using a polynomial
of degree g = 2

Singular values

Figure 3: Singular value curve of the filtering error system in the Example,
with the filter (5), when (a1,a2)=(0.45,0.35), from the results using a polyno-
mial of degree g = 2
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Singular values

Figure 4: Singular value curve of the filtering error system in the Example,
with the filter in Eq.(5), when (a;,a2)=(0.45,0.85), from the results using a
polynomial of degree g = 2
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