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Abstract.  The hydroelectric energy is one of the most important renewable 
energy in the world. It does not encounter the problem of population displace-
ment and is not as expensive as solar or wind energy. However, the hydro elec-
trical generating units are usually isolated from the grid network; thus, they re-
quire control to maintain of constant the power for any working conditions. The 
simulation model of hydropower plant was constructed based on mathematical 
equations that summarize the behavior of the hydropower plant. The simulation 
model of power plant is useful in stability studies. This paper, presents the ap-
proach of Generalized Predictive Control (GPC) is applied to a multivariable 
model of the part turbine/generator of hydropower plant. In this study, the 
standard multivariable (GPC) algorithm is presented. It is then applied to 
achieve sets points tracking of the outputs of the plant. A Multi Input Multi 
Output (MIMO) model is used for control purposes. A comparative study is 
carried out using the named controller’s multivariable Linear Quadratic Gaus-
sian (LQG) and multivariable (GPC) Controls. The performance of the pro-
posed controller is illustrated by a simulation example of hydropower plant. 
Encouraging results are obtained that motivate for further investigations. 

Keywords. Generalized Predictive Control, Modeling, Linear Quadratic Gaus-
sian Control, Multivariable Systems. Hydropower Plant 

1.   Introduction 

The Hydro-electric energy is most important renewable energy in the world. It pro-
vides energy to various loads. User load requires a uniform and uninterrupted supply 
of input energy. The load demand varies continuously. It affects the terminal voltage 
and real power output at the generator terminals [1-4]. The objective of the control 
strategy is to generate and deliver power in an interconnected system as economically 
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and reliably as possible while maintaining the voltage and frequency within permissi-
ble limits. Hydropower plant is equipped with hydraulic turbine governor and excita-
tion control. The errors in the terminal voltage and in the output active power, with 
respect to their respective references, represent the controller inputs and the genera-
tor-exciter voltage and governor-valve position represent the controller outputs. The 
control of real power output and the terminal voltage keeps the system in the steady 
state [5-10]. 

This paper presents the application of multivariable GPC control to achieve sets 
points tracking of the outputs of the plant. The GPC control is one of the most favorite 
predictive control methods, popular in industry and also at universities. It was first 
published in 1987 [11-12]. The authors wanted to find one universal method to con-
trol different systems. Multivariable GPC Control has been successfully implemented 
in many industrial applications, showing good performance and a certain degree of 
robustness. It is applicable [13] to the systems with non-minimal phase, unstable 
systems in open loop, systems with unknown or varying dead time, systems with 
unknown order and nonlinear systems approximated by linear models.  

The basic idea of GPC control [14], [15] is to calculate a sequence of future control 
signals in such a way that it minimizes a multistage cost function defined over a pre-
diction horizon. The index to be optimized is the expectation of a quadratic function 
measuring the distance between the predicted system output and some reference se-
quence over the horizon plus a quadratic function measuring the control effort. The 
predictive model is carried out based on the solving Diophantine equations. 

The paper is organized as follows. Section II presents the system modeling. Section 
III describes the designed multivariable LQG Controller.  Section IV is devoted the 
description of multivariable GPC algorithm. In section V, the effectiveness and supe-
riority of the proposed algorithm, is demonstrated by simulation example. Some con-
cluding remarks end the paper. 

2.   System Modeling 

The block diagram of the sample controlled power system is shown in figure 1 that 
comprises a hydraulic turbine driving a synchronous generator which is connected to 
an infinite bus via a step-up transformer and a transmission line. The output real pow-
er Pt and terminal voltage Vt at the generator terminals are measured and fed to the 
controller. The outputs of the controller (system control inputs) are fed into the gene-
rator-exciter and governor-valve. In the simulation studies described here, the nonli-
near equations of the synchronous generator are represented by a third-order nonlinear 
model based on park’s equations. The hydraulic turbine, governor valve and exciter 
are each represented by a first order model. The model equations are as follows [16-
26]: 

 



1892    IJ-STA, Vol. 7, N°1, April, 2013.  

 
 

Fig. 1. Controlled sample hydropower system 
 

The Mechanical equations 
The rotor speed of the generator is given by: 

                                                       δ̇(t) = ω(t)                       (1) 
The mechanical equation of the motion is as follows:  

H
πf0

dω(t)
dt

+ Dω = Pm − Pt  

i.e 
                                                   M dω(t)

dt
+ Dω = Pm − Pt                         (2) 

Where, 

M = H
πf0

  and f0 = ω0
2π

 

The electrical generator dynamics equations 

                                                                  dEq
′ (t)

dt
= 1

Tdo
′ (Efd (t) − Eq(t))         (3) 

The electrical equations (assumed  xd
′ = xq) 

 Eq (t) = Eq
′ (t) + (xd − xq )Id (t)                             (4) 

Pt(t) = Eq (t)Iq (t)                                                  (5) 

Id (t) = Eq
′ (t)_Vs cos δ(t)

xds
′                                              (6) 

Iq(t) = Vs sin δ(t)
xds
′                                                      (7) 

Eq
′ (t) = xad If(t)                                                    (8) 

Vt(t) = ��Vd (t)�2 + �Vq (t)�
2
�

1
2
                            (9) 

Vd (t) = Eq
′ (t) −   xd

′ Id (t)                                    (10) 
Vq(t) =   xd

′ Iq(t)                                                 (11) 
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Where, 
xds = xd + xT + xL    xds

′ = xd
′ + xT + xL    xs = xT + xL  

 
More details about power system modelling can be seen in [20-23] 
Using the above equations, we can express Pt(t) as  

Pt(t) = Vs xds

�xds
′ �

2 Eq
′ (t)sinδ(t) − (xd−xq )(Vs )2

�xds
′ �

2 sinδ(t) cosδ(t)     (12) 

In terms of the state variables δ and ω(t) = δ̇(t),  the equation (2) becomes  
dω(t)

dt
= (Pm − Vs xds

�xds
′ �

2 Eq
′ (t)sinδ(t) + (xd−xq )(Vs )2

�xds
′ �

2 sinδ(t) cosδ(t) −  Dω(t)) ω0
2H

       (13) 

In terms of the state variables Eq
′ (t)  and  Ef(t) the equation (3) becomes 

dEq
′ (t)

dt
= ω0rfd

xad
Efd (t) + xds

xds
′ Tdo

′ Eq
′ (t) + (xd−xq )Vs

xds
′ Tdo

′              (14) 

Where,  
Tdo
′ =

xad

ω0rfd
 

The governor valve equation is given by 
Pw
Ug

= Kv
1+τg s

                                                      (15) 

The exciter equation defined by  

          Efd
Ue

= 1
1+τe s

                                                      (16) 

The turbine equation 
Pm
Pw

= 1
1+τb s

                                                      (17) 

In terms of the state variables Efd , Pw  and Pm  the equations (15)-(17) written as fol-
low: 

Pw   dPw (t)
dt

= −Pw
τg

+ Kv
τg

Ug                                   (18) 

dEfd (t)
dt

= −Efd (t)
τe

+ 1
τe

Ue                                       (19) 
dPm

dt
= −Pm

τb
+ 1

τb
Pw                                             (20) 

Defining  x = [δ δ̇ Eq
′ Efd Pw Pm ]T  the state variables vector then the equa-

tions above can be written in the key form:  
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⎩
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎧

ẋ1 = x2

ẋ2 = (x6 − K1x3sinx1 − K2sinx1cosx1 − Dx2) ω0
2H

x3 = ω0rfd
xad

x4 + K3x3 − K4cosx1

ẋ4 = −x4
τe

+ 1
τe

Ue

ẋ5 = −x5
τg

+ 1
τg

Ug

ẋ6 = −x6
τb

+ x5
τb

�                     (21) 

The output y1, y2 may be expressed in terms of these state variable by 
y1 = Pt = K1x3sinx1 + K2sinx1cosx1                         (22) 

y2 = Vt = �Vd
2 + Vq

2�
1

2�                                                (23) 
Where, 

Vd = K5sinx1                                                               (24) 
Vq = K6x3 + K7cosx1                                                 (25) 

 

2.1. Linear model of synchronous generator  
A linear Multi-Input Multi-output (MIMO) model of the generator system is required 
to design a controller for such system. It is derived from the system nonlinear model 
by linearizing the nonlinear equations (13) and (14) around a specific operating point. 
The linear state-space model is derived next where the variables shown represent 
small displacements around the selected operating point. 
 

� ẋ(t) = FX x(t) + FUu(t)
y(t) = GX x(t) + GU u(t)

�                                (26) 

Where,  

FX = � ∂f
∂XT �

X�,U�
=

⎣
⎢
⎢
⎢
⎡
∂f1

∂X1
⋯

∂f1

∂Xn
⋮ ⋱ ⋮
∂fn

∂X1
⋯

∂fn

∂Xn⎦
⎥
⎥
⎥
⎤

X�,U�

 

FU = � ∂f
∂UT�

X�,U�
=

⎣
⎢
⎢
⎢
⎡
∂f1

∂U1
⋯

∂f1

∂Um
⋮ ⋱ ⋮
∂fn

∂U1
⋯

∂fn

∂Un ⎦
⎥
⎥
⎥
⎤

X�,U�

 

GX = � ∂g
∂XT �

X�,U�
=

⎣
⎢
⎢
⎢
⎡
∂g1

∂X1
⋯

∂g1

∂Xn
⋮ ⋱ ⋮

∂gp

∂X1
⋯

∂gp

∂Xn⎦
⎥
⎥
⎥
⎤

X�,U�
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GU = � ∂g
∂UT�

X�,U�
=

⎣
⎢
⎢
⎢
⎡
∂g1

∂U1
⋯

∂g1

∂Um
⋮ ⋱ ⋮

∂gp

∂U1
⋯

∂gp

∂Um ⎦
⎥
⎥
⎥
⎤

X�,U�

 

 
FX , FU , GX  et GU  are the Jacobian matrices of partial derivatives of f and g respectively 
to X and U evaluated at the point (X�, U�). 

The linear state-space model defined by  
 

�ẋ
(t) = Ax(t) + Bu(t)

y(t) = Cx(t) + Du(t)
�                             (27) 

 
Where,   
 A = FX      B = FU        C = FU       D = GU  
The matrices A, B, C and D have the form:  

 

A =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

0 1 0 0 0 0
K8

−Dω0
2H

K9 0 0 ω0
2H

K10 0 K3
ω0rfd

xad
0 0

0 0 0 −1
τe

0 0

0 0 0 0 −1
τg

0

0 0 0 0 1
τb

−1
τb ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

         B=

⎣
⎢
⎢
⎢
⎢
⎢
⎡

0 0
0 0
0 0
1
τe

0

0 Kg

τg

0 0 ⎦
⎥
⎥
⎥
⎥
⎥
⎤

 

 

C = �K11 0 K12 0 0 0
K13 0 K14 0 0 0�                      D = �0 0

0 0� 

Where, 
x = [δ δ̇ Eq

′ Efd Pw Pm ]T   State variables vector 
u = [Ue Ug]T    Control input vector 
y = [Pt Vt]T    Measurement vector 
Pt = K11x1 + K12 x3 Output Power 
Vt = K13 x1 + K14 x3  Terminal voltage 
 

Expressions for parameters K1, K2, K3, K4, K5, K6, K7, K8, K9, K10, K11, K12, K13 
and K14 are given in Appendix 2. 

2.2. State space to transform function conversion 
Consider the state equation (27). We may take its Laplace transform and rearrange it 
as follows:  

sX(s) = AX(s) + BU(s) → (sI − A)X(s) = BU(s)  (28) 
If we combine this with the transform of the output equation: Y(s) = CX(s) +

DU(s), we get Y(s) = C(sI − A)−1BU(s) + DU(s) 
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Or, equivalently 
Y(s)
U(s)

= C(sI − A)−1B + D                      (29) 
In the Control Systems Toolbox, the command  [num, den] = ss2tf(A, B, C, D, i) 

converts the state equation to a transfer function for   ith  input. 

3.   Multivariable Linear Quadratic Gaussian Control Algorithm 

Let us, consider the following m × m process model [27]: 
 

A(q−1)y(t) = B(q−1)u(t − 1) + C(q−1)ξ(t)     (30) 
Where, 

A(q−1) = Im + A1q−1 … … … … . . +Ana q−na  AjϵRm,m  
 

B(q−1) = B0 + B1q−1 … … … … . . +Bnb q−nb   BjϵRm,m  
 

C(q−1) = C0 + C1q−1 … … … … . . +Cnc q−nc   CϵRm,m  
 

y(t)ϵRm  is the output vector 
u(t)ϵRm  is the input vector 
ξ(t)ϵRm  is a sequence of independent random vectors with zero mean value and finite 
covariance matrix 
q−1 is the backward shift operator such that q−1f(t) = f(t − 1) 
To this model, we can associate the companion block state representation in the ob-
servable form by: 

 

     �x
(t + 1) = A′x(t) + B′u(t) + G′ξ(t)

y(t) = C′x(t) + ξ(t)
�              (31) 

 
Where: 

A′=

⎣
⎢
⎢
⎢
⎡−A1 I′ 0′ ⋯ 0′
−A2 0′ ⋱ ⋱ ⋮
⋮ ⋮ ⋱ ⋱ 0′
⋮ ⋮ 0 ⋱ I

−An 0′ ⋯ ⋯ 0′⎦
⎥
⎥
⎥
⎤

    B′ = �
B0
⋮

Bn−1

� 

 

G′ = �
C1 + A1

⋮
Cn + An

�       C′ = [Im 0′ … 0′] 

 
A′ϵRmn ,mn ,  B′ϵRmn ,m ,  G′ϵRm,m ,  C′ϵRm,mn  
x(t)ϵRmn  is the system state 
n = max⁡(na, nb, nc) 
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The problem is to found a control vector by state feedback that minimizing the fol-
lowing criterion:  
 

J = limT→∞ ∑ {[y(t) − y∗(t)]TQ[y(t) − y∗(t)] + uT(t − 1)Λu(t − 1)}T
t=0     (32)                                                 

 
Where: 
T is the control horizon 
 y∗(t) is the reference vector sequence  
Λ is a symmetric semi definite positive matrix 
Q is a symmetric definite positive matrix 
The solution is: 

Δu(t) =  −Γ(t)x(t) − v(t) + W(t)        (33) 
Where, 

 
Γ(t)=(B′T RB′ + Λ)−1B′TRA′                    (34) 

 
W(t) = (B′TRB′ + Λ)−1B′TRG′[y(t) − C′x(t)]  (35) 

 
v(t) = �B′TRB′ + Λ�

−1
B′T[y∗(t + 1) + (A′ − B′ Γ)Ty∗(t + 2) + ⋯+

((A′ − B′ Γ)T)m y∗(t + l + 1) + ⋯ ]                                                                          (36) 
 
R(t) is the Riccati matrix 

Y∗T =[y∗(t) 0′ … 0′]                     (37) 
Remark 
The solution is an explicit form of the state variables. But they are not available. 
Therefore a state observer is necessary.  
The state observer is given by: 

 
x�(t)=Hϕe(t − 1)                                       (38) 

 
Where, 

H = �
−A1 ⋯ −An
⋮ ⋰ ⋮

−An ⋯ 0

−B0 ⋯ −Bn
⋮ ⋰ ⋮

−Bn ⋯ 0

−C1 ⋯ −Cn
⋮ ⋰ ⋮

−Cn ⋯ 0
� 

 
ϕe

T(t) = [y(t) … y(t − n + 1) u(t) … u(t − n + 1) ξ(t) … ξ(t − n + 1)] 
HϵR3mn  
ϕeϵR3mn  

ξ(t) = y�(t)-C′x(t)                                       (39) 
 

4.   Multivariable Generalized Predictive Control Algorithm 

When considering regulation about a particular operating point, even a non-linear 
plant generally admits a locally-linearized model [11-12] given by the equation (30). 
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The objective of the GPC control is the output y(t) to follow some reference signal 
y*(t) taking into account the control effort. This can be expressed in the following 
cost function:  

J�hi, hp , hc, t� = E �∑ [y(t + j) − y∗(t + j)]TR[y(t + j) − y∗(t + j)]hp
hi

+

∑ ∆uT(t + j − 1)Q∆u(t + j − 1)hc
hi

�                                                                        (40) 
  
∆u(t + j − 1) = 0 for 𝑗𝑗 > ℎ𝑐𝑐  
                                                        

Where: 
hp is the prediction horizon. 
hi is the initial horizon. 
hc is the control horizon. 
y*(t) is the output reference.  
R is the output weighting factor. 
Q is the control weighting factor. 
The control objective is to compute at each time t, control inputs that minimize the 
quadratic criterion J(hi, hp , hc , t) for this there are two cases: 
 
Let us first build j-step ahead predictors with following Diophantine equation: 
 

1m = Ej(q−1)A(q−1)∆(q−1) + q−jFj(q−1)       (41) 
𝑗𝑗 = 1 …ℎ𝑝𝑝 

Where: 
    Ej(q−1) = 1m + E1q−1 … … … … . . +Ej−1q−(j−1)  EjϵRm,m  

 
Fj(q−1) = F0

j + F1
j q−1 … … … … . . +Fna

j q−na   Fj
jϵRm,m  

 
The polynomial matrices Ej(q−1) and  Fj(q−1) are uniquely defined by: 
A(q−1),∆(q−1) and j. 
Using equation (30) and (40) we obtain: 

 
𝑦𝑦(𝑡𝑡 + 𝑗𝑗) = 𝐸𝐸𝑗𝑗 (𝑞𝑞−1)𝐵𝐵(𝑞𝑞−1)∆𝑢𝑢(𝑡𝑡 + 𝑗𝑗 − 1) + 𝐹𝐹𝑗𝑗 (𝑞𝑞−1)𝑦𝑦(𝑡𝑡) + 𝐸𝐸𝑗𝑗 (𝑞𝑞−1)𝜉𝜉(𝑡𝑡 + 𝑗𝑗)    (42) 

 
The optimal predictor y(t + j)at time t is given by: 
 

𝑦𝑦� (𝑡𝑡 + 𝑗𝑗 𝑡𝑡) = 𝐺𝐺𝑗𝑗 (𝑞𝑞−1)𝐵𝐵(𝑞𝑞−1)∆𝑢𝑢(𝑡𝑡 + 𝑗𝑗 − 1) + 𝐹𝐹𝑗𝑗 (𝑞𝑞−1)𝑦𝑦(𝑡𝑡)⁄        (43) 
Where: 

𝐺𝐺𝑗𝑗 (𝑞𝑞−1) = 𝐸𝐸𝑗𝑗 (𝑞𝑞−1)𝐵𝐵(𝑞𝑞−1) 
 
Defining Gj(q−1) = 𝘨𝘨0

j + 𝘨𝘨1
j q−1 … … … … . . +𝘨𝘨j−1

j q−(j−1) then the equation above can 
be written in the key vector form:  

         
Y� = G∆Ut + Y0                                  (44) 
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Where the vectors are all hp × 1: 
 
                           Y� = �y�(t + 1 t⁄ )  y�(t + 2 t⁄ ) … y��t + hp t⁄ ��T 
 

∆U = [∆u(t)  ∆u(t + 1) … ∆u(t + hc − 1)]T 
 
                                   Y0 = �Y0(t + 1)  Y0(t + 2) … Y0�t + hp��

T 
 

Note that:    Gj(q−1) = B�q−1��1−q−jFj�q−1��
A(q−1)

 so that one way to computing Gj is simply 
to consider the Z-transform plant’s step-response and to take the first j terms and 
therefore gj

i = gi   for j=0, 1, 2 …< i independent of the particular G polynomial [11]. 
The matrix G is then lower-triangular of dimension  mhp × mhC : 
 

𝐺𝐺 =

⎣
⎢
⎢
⎢
⎡
𝘨𝘨0 0 ⋯ ⋯ 0
𝘨𝘨1 𝘨𝘨0 ⋯ ⋯ 0
. . . ⋯ ⋯ 𝘨𝘨0
⋮ ⋯ ⋯ ⋯ ⋮

𝘨𝘨ℎ𝑝𝑝−1 𝘨𝘨ℎ𝑝𝑝−2 ⋯ ⋯ 𝘨𝘨ℎ𝑝𝑝−ℎ𝑐𝑐 ⎦
⎥
⎥
⎥
⎤

 

 
From the definitions above of the vectors and with:  
    

Y∗ = �Y∗(t + 1)  Y∗(t + 2) … Y∗�t + hp��
T
               (44) 

 
The expectation of the cost-function of (4) can be written as follow: 
 

J�hi, hp , hc , t� = (G∆Ut + Y0 − Y∗)TR�(G∆Ut + Y0 − Y∗) + ∆UtQ�∆Ut
T                (45)      

                                                        
The solution, ∆Ut   minimizing the criterion can be explicitly found, using: 

                                   
∂J

∂∆Ut
= 0                                                     (46) 

it follows that: 
 

∆Ut
∗ = (GTG + Q)−1GTR(Y0 − Y∗)                                    (47) 

 
Note that the first element ∆Ut

∗ of is ∆u(t) so that the current control u(t) is given by: 
 

u(t) = u(t − 1) + (GTG + Q)−1GTR(Y0 − Y∗)                      (48) 
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5.   Simulation and Discussion 

To demonstrate the effectiveness of the above presented multivariable GPC Control 
algorithm, the result are presented and compared with those of the multivariable LQG 
control. The simulation results are obtained by using Matlab Toolbox. 

Initial condition (operating point) for the non linear system: 
 

x = [0.775 0 1.434 −0.0016 0.8 0.8]T  
 

The hydropower plant model is as follow: 
A(q−1)y(t) = B(q−1)u(t − 1) 

Where: 
  A1 = �−1.826 0

0 −1.54� 

A2 = �1.21 0
0 0.7693� 

            A3 = �−0.3479 0
0 −0.1275� 

A4 = �0.03653 0
0 0� 

                   B0 = � 1.367 −0.03534
−0.07828 1.218 � 

              B1 = �−2.107 −0.06115
0.1818 −0.8947 � 

           B2 = � 1.043 0.06876
−0.1276 0.1182 � 

               B3 = �−0.1629 −0.01589
0.02571 0.02204 � 

 B4 = �0.003059 0
0 0� 

 
The objective of the hydropower plant control is to track a reference. The prediction 
controller parameters (hp, hc, hi, Q, R and Λ)  for GPC Controller and the weighting 
factors (Q and Λ) for LQG controller are chosen in order to get an acceptable track-
ing. 

 
Parameters of the GPC controller 

R = �1 0
0 1� 

Q = �5 0
0 5� 

hp = 10   hC = 5 hi = 1 
Parameters of the LQG controller 

Λ = �5 0
0 5� 

Q = �1 0
0 1� 

The reference is chosen as a square wave. 
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Simulations were carried out to verify the advantages of using multivariable GPC 
control in this application.  

In the figures above, it can be observed the comparative results between multiva-
riable GPC Control and multivariable LQG control. 
The output real power Pt, the exciter input voltage Ue, the terminal voltage Vt and 
governor valve position Ug, under GPC and LQG controls are shown, respectively, in 
Figures 2, 3, 4 and 5. Best performance is characterized by best tracking, robustness, 
lower or no over/undershoots less or no oscillations. Based on this, for Pt response 
given in figure 2, GPC shows the best response whereas LQG shows the worse one 
with a bigger non minimum phase undershoot, which is eliminated by using GPC 
control. For Vt response shown in figure 4, it can be observed that the GPC control 
produces the best response in terms of tracking, and overshoot, cancellation of oscilla-
tion. The LQG response has a very high overshoot, which is eliminated by using GPC 
control. 

 
Fig. 2. Power output Pt 
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Fig. 3. Exciter Input Ue 

 

 Fig. 4. Terminal voltage Vt     

0 20 40 60 80 100 120 140 160 180 200
-0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

LQG

GPC

0 20 40 60 80 100 120 140 160 180 200
-1

0

1

2

3

4

5

6

7

8

LQG

GPC

Reference



Application of Multivariable Linear Quadratic Gaussian... − Z. ZIDANE et al. 1903 

 
Fig. 5. Governor Input Ug 

6.   Conclusion 

In this paper, a Multivariable Generalized Predictive Controller and Multivariable 
Linear Quadratic Gaussian controller were designed for a sample power system com-
prising a water turbine driving a synchronous generator. The model of hydropower 
plant was constructed based on mathematical equations that summarize the behavior 
of the hydropower plant. From the simulation results, it is clear that, the GPC control 
exhibits better performance for Pt (real power output at the generator terminals) and 
Vt (terminal voltage) responses than the LQG control.  
 

Appendix 1 

List of Symbols 
Vd , Vq   Stator voltage in d-axis and q-axis circuit 
Vt   Terminal voltage 
Eq
′   Transient EMF in the quadratic axis of the generator 

xad   Stator – rotor mutual reactance 
Efd   Field voltage 
rfd   Field resistance 
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Xfd   Self reactance of field winding 
Ue   Exciter input 
δ   Rotor angle 
Pm    Mechanical power 
Pw   Water power 
H  Inertia constant 
ω(t)  Rotor speed of the generator 
ω0  Angular frequency of the infinite bus bar 
Kd   Mechanical damping torque coefficient 
Td   Damping torque coefficient due to damper windings 
Pt    Real power output at the generator terminals 
τe   Exciter time constant 
τg   Governor valve time constant 
τb   Turbine time constant 
Ug   Governor input 
Gv   Governor valve position 
Kv   Valve constant  
xd   Total d-axis synchronous reactance between the generator and the infinite 
busbar 
xq   Total q-axis synchronous reactance between the generator and the infinite 
busbar 
xd
′    Total d-axis transient reactance including the generator and the infinite bus-

bar 
Tdo
′   d-axis transient open-circuit time constant 

xT   Reactance of the transformer 
xL  Reactance of the transmission line 
xs   Reactance of the system 

Appendix 2 

Expressions for parameters K1, K2, K3, K4, K5, K6, K7, K8, K9, K10, K11, K12, K13 
and K14 in the system model are:  

K1 = Vs xds

�xds
′ �

2, K2 = − (xd−xq )Vs
2

�xds
′ �

2 , K3 = − xds
xds
′ Tdo

′ ,  

 K4 = − (xd−xq )Vs
xds
′ Tdo

′ ,      K5 = xq Vs
xds
′       K6 = xt+xl

xds
′  

K7 = xd
′ Vs
xds
′ ,  K8 = −K1x30cos(x10) − K2cos(2x10) 

K9 = −K1sin(x10) 
K10 = −K4sin(x10) 
K11 = −K1x30cos(x10) + K2cos(2x10) 
 K12 = K1sin(x10) 
 
K13 = ((K5 − K7

2)sin(x10)cos(x10) − K6K7x30sin(x10) )((K5sin(x10))2 +
(K6x30 + K7cos(x10))2)−1

2�   
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K14 = 2K6(K6x30 + K7cos(x10)) ((K5sin(x10))2 + (K6x30 + K7cos(x10))2)−1

2�   
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